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Introduction: Why do we need Domain-specific

languages (DSLs)?

Development of domain models
require
domain specific languages

DSLs are
- tailored to a specific application domain.
- used to capture domain-specific knowledge

and concepts. \
- expressive.
- easy to use.

Figure : MDE focuses on exploiting domain models
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Introduction: How to develop DSLs?
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Figure : How to develop domain specific modelling languages
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Introduction: Complexity of developing DSLs

- Meta-model

DSL conforms to
development is hard, requiring
- language development skill 2

- domain knowledge
- (]
{ I
O
O

Figure : Metamodelling for DSL development
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Introduction: Consistency management

N
Attached OCL constraint :
context Ward

inv rule:
self.caregivers ->

; Ward | wards
worksAt|*

includesAll(self.department.caregivers)

icaregivers [

caregivers 1 -lldepartment
Caregiverls departments Department
! b M2

(a)

Emefgency

(b)
N — Y
Figure : (a) Model M2, (b) a partial model M1 (not conforming to M2)
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Introduction: Consistency management
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Figure : Inconsistent model
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Introduction: Consistency management

- Meta-model
Completion Completion rules may
rLI:les Model 1. automatically fix an inconsistent model

2. increase modelling efficiency

conforms to

)

‘ Apply)/Completion

?« Q_} rules...

{

Eﬁ]*?

Figure : Consistency management by fixing inconsistencies
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Challenges

Can we reuse completion rules ?

Can we automatically
construct completion rules
by processing constraints ?

Will it always find a
consistent model ?

l!

[

Completion
rules Meta-model
A

i conforms to

()
J

< >~
' /
A

'
©)

Apply Completion
rules...
Will it
Terminate ?
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Multilevel metamodelling

Metamodel stack

A
confdrms to

@ Multilevel metamodelling offers a
clean, simple and coherent
semantics for metamodelling

confoprs to [Atkinson and Kiihne, 2001]

Model

[

Model

"

@ Itis an essential requirement for
the development of
domain-specific modelling
languages

conforms to

Model

[

Figure : Multilevel metamodelling
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Diagram Predicate Framework (DPF) [Rutle, 2010]

Predicate, p a” (p) ’ ) AN
[mult(n,m)] x— oy p ) | 62
— — Autute [y T
X ey yp! eference
v i
[composite] ,/T g i
X7 Constraint I\ ping
: s,
Semantic interpretation of T
P wardPats [ (?M L S [COMP] --eeeeerreeeeeseeed wardDeps

[composite]:
For each instance of (f; g ),
there exists an instance of /.

wardEmps

empDéps [1..0¢] [1..1]

ii[INVJ Department

depEmps

Patient Caregiver

dataAccess
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Diagram Predicate Framework (DPF) [Rutle, 2010]

Predicate, p a” (p) 4 \
[mult(n,m)] x— oy p ) | 62
[inverse] Data Type Attribute Reference
[composite] ,/T & . /
X— oS E‘onstramt yping
61
Semantic interpretation of )
COMP}-- OMP weeemeemeemeemeeennc]
[inverse]: wardPats R [T [(()N:“ l wardDeps
. wardEmps
For each instance of f'there T
[1.1]

exists an instance of g or vice

Patient

dataAccess

'“"“-"-»e.mPDéPS [1..%0]

Caregiver

depEmps

‘i';[INVJ Department
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Diagram Predicate Framework (DPF) [Rutle, 2010]

T\ pm"

Predicate, p

[mult(n,m)]

[inverse]

[composite] N
Constraint ™

Semantic interpretation of .

[mult(n,m)]: " wardPats [comr}
5 : wardEmps

fmust have at least » and at i

most m instances

wardDeps

H e
empDéps_[1.] (1]

’ilNV] Department

depEmps

Patient Caregiver

dataAccess
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Diagram Predicate Framework (DPF) [Rutle, 2010]

&,

wardPats l(‘(?MPI o (e )’\:l PJ rrrmmeeeesssneee] wardDeps
/wardEmps i

empDéps [1..9] (-1

i - i NV
Patient TataAccess Caregiver | ] Department
.. depEmps N
“Typing, | " )
:wardPats Ward10 :wardDeps
:wardEmps
John Bryan-~ Emergel{cy

Figure . Conformance checking
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Diagram Predicate Framework (DPF) [Rutle, 2010]

S,

3
« 0([composite]) 51 -@—
ry b T )
! T;\x wardPats P e [(b()'\:”w """"""""""" wardDeps
X i i

empDéps [1..9] [1-1]

Patient {INV]""}| Department

depEmps A

“Typing,L

:wardPats Wa‘rd 10

:wardDeps

f )

; Ward10 :wardDeps é ‘

g T:wardEmps § :wal‘/dyE:mpS

i i

1 Bryan Emergency | y \

L o J?h“ —— Emergency
o1

. . * o
Figure : puliback a¥o ((composition]) <~ 0" —Ls I of a¥0 ([composition]) —1 S < I
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An inconsistent instance

Add a model into the meta-model

stack:

Model
3

Name: 2
/s

Metamodel stack: [ |[J

WardEmps

comp——1

[Error: Multiplicity Composite

Perform Termination
Analysis: w w e warmos SEH

Perform Transformation:

Completion rules @ @
- John E
Production rules MO g

Signature

Completion Rules
Production Rules
Model

Model Navigation

Figure : An inconsistent instance
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Diagrammatic model completion

@ Diagrammatic model completion is based on completion rules
@ Completion rules are typed coupled transformation rules

@ Type graphs of completion rules are not changed by the
transformation

@ Completion rules are linked to predicates

@ Completion rules are applied to a partial model to correct
inconsistencies

@ We use the standard double-pushout (DPO) approach
[Ehrig, 2006] for defining completion rules.
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Diagrammatic model completion

@ Diagrammatic model completion is based on
completion rules

@ Completion rules are typed coupled

id id id
transformation rules aX(p) «—— aX(p) — a*(p) — a*(p)
@ Type graphs of completion rules are not o u Yk Yir
changed by the transformation
@ Completion rules are linked to predicates N n L k K 1 R

@ Completion rules are applied to a partial model
to correct inconsistencies

@ We use the standard double-pushout (DPO)
approach [Ehrig, 2006] for defining completion
rules.

Figure : A completion rule
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Diagrammatic model completion

@ Diagrammatic model completion is based on Q¥ (Tcomposite])
completion rules

@ Completion rules are typed coupled
transformation rules

@ Type graphs of completion rules are not
changed by the transformation

@ Completion rules are linked to predicates I ,

@ Completion rules are applied to a partial model
to correct inconsistencies

@ We use the standard double-pushout (DPO)
approach [Ehrig, 2006] for defining completion
rules.

f
B 8]

LHS (L) TTGlie®  TRHS (R)

Figure : A transformation rule is linked to
the [composite] predicate
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Diagrammatic model completion

(0! ([composite])

@ Diagrammatic model completion is based on
completion rules

@ Completion rules are typed coupled
transformation rules

@ Type graphs of completion rules are not
changed by the transformation

@ Completion rules are linked to predicates

@ Completion rules are applied to a partial model
to correct inconsistencies

@ We use the standard double-pushout (DPO)
approach [Ehrig, 2006] for defining completion
rules.

Figure : A completion rule
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Diagrammatic model completion

Table : Completion scheme for predicates and completion rules of S,

Cp C(Cp) Interpretation
(Y (Tinverse]) (¢ (Tinverse])
f
H@hn
g derive an edge y 9, x (if it does not
[inv-com);iny) exist) from the existence of an edge
Typing PN y or vice versa.
of
S
g
derive an edge x o, (if it does
[comp-com) comp) not exist) from the existence of edges
x 9, yandy A, z.
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Application of a completion rule

X — My eid Ny i gy
e : ! !

Iy LL [x e
N I — K — R
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Application of a completion rule

X — My eid Ny i gy
A A A A
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Application of a completion rule

Xy — A p)—id By o)
A A A A
5/

Iy b L b
Si1
| A
N H

Match of a completion rule
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Application of a completion rule

A match (8, m) is given by an atomic constraint 6 : > (p) — S;_ and a match m : L — S; such that the constraint 5 and

match m together with typing morphisms ¢, : L — a>(p) and ts; S — Sj_1 constitute a commuting square: ¢/ ;6 = m; ts;
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Application of a completion rule

(6, m) = NAC if there does not exists an injective morphism q : N — S; with n; g = m such that the typing morphisms

iv: N —a™(p) and Ls; S; — S;_1 constitute a commuting square (p; 0 = q; Ls;
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Application of a completion rule
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Example: Application of a completion rule

Q¢ ([composite])

constraint, &

LHS (L)

injective’
morphism, m

WardDeps,
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Example: Application of a completion rule

Q([composite])

constraint, 3

) i : -
:g I\ = T\ —T\
7 X 7 X ™2

h
N LHS (L) Glue (K RHS (R)

injective’
morphism, m

injective
morphism, q
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Example: Application of a completion rule

Q! ([composite])

constraint, 3

:h
RHS (R)

LHS (L) Glue (K)

injective
morphism, m

WardDeps

wardPats

injective
morphism, q

H :empDeps ;
LR /
Bryan., Emergency
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Example: Application of a completion rule

_O(iinverse])
f

constraint, §

:empDeps 3
X Emergency
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Example: Application of a completion rule

O(linverse))

constraint, §

injective
morphism, q il 3
______ el Fn_pTJEEs""; - _.""5
Emergency. .
i
i

X
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Example: Application of a completion rule

... Ouinverse))
f

constraint, §

injective
morphism, g
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Example: Application of a completion rule

[~ Ward |
9
4] L7 [9]
& a a}
© g £ °
= ,' ©
g s 2
/ <4
J/ ©
H s
!
!
:

empDeps o
Patient e Caregiver |: | Department |
depEmps 4

'

‘A \ 0
1 \ ’
1
]

1
1
1
1
1
]
[
1
1
1
1
]
Jo

-
~———

ks :

i J

:wardPats K
Wardl(?,' :wardDeps

:ward nips
1

! :empDeps K

n-~<————— Bryan L Emergency

:dataAccess -€

:depEmps

October 22, 2015
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Example: Application of a completion rule that deletes

elements

... Qtmultin,m1))

constraint, &

Typing
XL e LN
oXHALEY) Rl
[
7:Y 7:Y
Glue (K) RHS (R)
v |
_— H
, 2=
2 @ i
S o i
° S i
injective © g

morphism, m

empDeps

|Department J;

______ :’4___,,__:

“wardDeps,

John 3ryal -Emergéncy Cardiology.
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Example: Application of a completion rule that deletes

elements

... Qtmultin,m1))

constraint, &

XL

e
il
Glue (K) RHS (R)

injective
morphism, m

LHS (L)

wardDeps,

empDeps

|Department J;

______ :’4___,,__:

John 3ryal -Emergéncy Cardiology.
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

L G
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

L G

Layer 2

L oG

Layer 1
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

O SO
Layer 2
L o
Layer 1
SO
L5
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

O SO
Layer 2
L o
Layer 1 I
Sy =8,
L5
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

L G
Layer 2
L o
Layer 1 I 5
SO @Sl :SZ
n K
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

n L 5.
Layer 2
LKoo
Layer 1 I I 5 r
SO :Sl :Sz @53 = ... Sn
rl r7 ..............
bl 5 5 o]
So=>S; =83 =Sy = - S,
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Termination criteria

@ Based on the principles adapted from layered graph grammars [Ehrig, 2006].
@ Completion rules are distributed across different layers.
@ Rules of a layer are applied as long as possible before going to the next layer.

@ We generalize the layer conditions from [Ehrig, 2006] allowing deleting and non-deleting
rules to reside in the same layer as long as the rules are loop-free.

Generalized layered approach

n L 5.
Layer 2 B ) i 5
Sy ﬁsmiszzﬁ?SB@ e S,
N T
b ] ] oY
Smﬁsnﬁ S34$S35@ SV
Layer 1 I I 5 r
SO :Sl :Sz @53 = ... Sn
rl r7 ..............
h.o B i L5t
So =S; =83 =8y = - S,
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Termination criteria

Our generalized layered approach is based on a necessary condition (C1Vv C2 Vv C3) for looping,
where:

@ C1: Arule r; that creates an element x of type t does not have a NAC that forbids the
existence of element of type t.

@ C2: If arule rj creates an element x of type t and has a NAC that forbids the existence of
element of type t, then there exists a rule r; that deletes an element of type t.

@ C3: Ifarule r; deletes an element x of type t, then there exists a rule r; that creates an
element of type t.

Fazle Rabbi et al. (HiB, UiO) A generalization of termination conditions October 22, 2015 43 /60



Termination criteria

Lemma 1. (C1v C2V C3) is a necessary condition for looping of a set of rules at layer k

Proof: Let Gy = S; be an initial graph typed by S;_; where S;, S;_1 are finite graphs. Let R be a
finite set of rules at layer k. A rule r € Ry can either
o creates an element x of type t, where

a rdoes not have a NAC that forbids the existence of element of type t.
or
b r has a NAC that forbids the existence of element of type t.

and/or
e deletes an element x” of type t’

Fazle Rabbi et al. (HiB, UiO) A generalization of termination conditions October 22, 2015 44/ 60



Termination criteria

Lemma 1. (C1v C2 Vv C3) is a necessary condition for looping of a set of rules at layer k

Proof:
A rule r € Ry can either

o creates an element x of type t, where
a rdoes not have a NAC that forbids the existence of element of type t.
or
b r has a NAC that forbids the existence of element of type t.
and/or

e deletes an element x” of type t/

Consider case 1.(a):

The rule r has finite number of injective matches ¢, = {(6, m) | (6, m) is a match for Gy > Sj_1}.
For each injective match of L — Gy, application of r creates an element x of type t.

The rule can be applied indefinitely in a loop during the derivation process of layer k since the
application of rule r does not decreases the number of matches.

Therefore C1 is a necessary condition for looping.

Fazle Rabbi et al. (HiB, UiO) A generalization of termination conditions October 22, 2015 45 /60



Termination criteria

Lemma 1. (C1 Vv C2 Vv C3) is a necessary condition for looping of a set of rules at layer k

Proof:
A rule r € Rg can either

0 creates an element x of type t, where
a rdoes not have a NAC that forbids the existence of element of type t.
or
b rhas a NAC that forbids the existence of element of type t.
and/or

e deletes an element x’ of type t/

Consider case 1.(b):

The rule r has finite number of injective matches ¢, = {(6, m) | (6, m) is a match for

Go > Sj—1 and (6, m) = NAC}. For each injective match of L — Gy, application of r creates an
element x of type t.

Therefore, the application of rule r decreases the number of matches.

In order to apply r indefinitely in a loop during the derivation process of layer k, elements of type
t must be deleted.

Therefore C2 is a necessary condition for looping.
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Termination criteria

Lemma 1. (C1v C2 Vv C3) is a necessary condition for looping of a set of rules at layer k

Proof:
A rule r € Ry can either

o creates an element x of type t, where
a rdoes not have a NAC that forbids the existence of element of type t.
or
b r has a NAC that forbids the existence of element of type t.
and/or

e deletes an element x” of type t/

Consider the first case 2:

The rule r has finite number of injective matches ¢, = {(6, m) | (6, m) is a match for

Go > Sj—1 and (6, m) = NAC}.

In order to apply r indefinitely in a loop during the derivation process, new elements of type t’
must be created.

Therefore C3 is a necessary condition for looping.
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Termination criteria

Corollary 1. A sufficient condition for loop-free rules in layer k is the negation of (C1 v C2 v C3)

Generalized layered approach

Ry
r
5 . 5
;
I,
Rules that can be / 6
applied indefinitely "
without stopping 8 e
v
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Termination criteria

Corollary 1. A sufficient condition for loop-free rules in layer k is the negation of (C1 v C2 v C3)

Generalized layered approach

Rules that
satisfy the
necessary condition

Ry )

Rules that can be /

applied indefinitely
without stopping

October 22, 2015
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Termination criteria

Corollary 1. A sufficient condition for loop-free rules in layer k is the negation of (C1 v C2 Vv C3)

Generalized layered approach

Rules that
satisfy the
necessary condition
Ry )
Ru!es that — 5 )
satisfy the \

sufficient condition

4

Rules that /

always terminates
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Termination criteria

We propose a loop detection algorithm that is based on the following sufficient conditions for loop
freeness. Let Ri be the set of rules of a layer k.

@ If arule r; € Ry creates an element x of type t, then r; must have an element of type t in its
NAC,

@ Ifarule r; € Ry creates an element x of type t, then there is no rule in r; € Ry that deletes
an element of type t,

@ If arule r; € Ry deletes an element of type t, then there is no rule in r; € R that creates an
element of type t

Generalized layered approach
S
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Termination criteria

We propose a loop detection algorithm that is based on the following sufficient conditions for loop
freeness. Let Rk be the set of rules of a layer k.

@ If arule rj € Ry creates an element x of type t, then r; must have an element of type t in its
NAC,

@ Ifarule r; € Ry creates an element x of type t, then there is no rule in r; € Ry that deletes
an element of type t,

@ Ifarule r; € Ry deletes an element of type t, then there is no rule in r; € R that creates an
element of type t

Generalized layered approach

Figure : These rules may produce a non-terminating situation if they are
executed in the same layer
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Termination criteria

@ If arule rj € Ry creates an element x of type t, then r; must have an element of type t in its
NAC,

@ If arule r; € Ry creates an element x of type t, then there is no rule in r; € R that deletes
an element of type t,

@ Ifarule r; € Ry deletes an element of type t, then there is no rule in r; € R that creates an
element of type t

Generalized layered approach

Quip1))
f

constraint, 5

NAC(e2) [R(e2) [NAC(e3) [R(e3) [ NAC(el)|R(el) [NAC(A) |R(A) INAC(B)R(B) [NAC(C)R(C)

5 ,\/
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Termination criteria

@ If arule rj € Ry creates an element x of type t, then r; must have an element of type t in its

NAC,

@ If arule r; € Ry creates an element x of type t, then there is no rule in r; € R that deletes

an element of type t,

@ Ifarule r; € Ry deletes an element of type t, then there is no rule in r; € R that creates an

element of type t

Generalized layered approach

Quip1))
f

constraint, 5

NAC(e2) [R(e2)

NAC(e3) |R(e3) | NAC(el)|R(el) [NAC(A) [R(A)

NAC(B)

R(B)

NAC(C)|R(C)

5 \/

N
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Termination criteria

@ If arule rj € Ry creates an element x of type t, then r; must have an element of type t in its

NAC,

@ If arule r; € Ry creates an element x of type t, then there is no rule in r; € R that deletes

an element of type t,

@ Ifarule r; € Ry deletes an element of type t, then there is no rule in r; € R that creates an

element of type t
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Termination criteria

Theorem 1. (termination of loop-free rules). An empty table obtained by loop free rule detection
analysis for a set of rules E implies that the execution of E will terminate for any finite size initial
graph.
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Conclusion and Future work

@ Completion rules are defined as coupled graph transformation
rules

@ Completion rules are reusable
@ Generalized termination analysis is based on layered approach

@ We have Implemented a proof-of-concept of the proposed
approach

v

Future Work

@ Improve performance of the transformation system

@ Automatically construct completion rules by processing constraints
@ Develop concrete graphical syntax

@ Support collaborative development
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The End
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