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Abstract

This paper proposes a framework that shall aid in the design, development, analysis,
and verification of realtime software. A new programming language is proposed, internally
modeled by a special class of Petri nets. This new programming language allows full
separation between the timing and functional aspects of the software system.

1 Introduction

We present the concept of a new programming language targeting the development of realtime
systems. Realtime systems, in their broadest sense, are software systems in which the correct-
ness of a computational result does not only depend on the correctness of its (numerical) value,
but also on the time point at which this value becomes available. When developing and veri-
fying software for such systems, two different methodologies have evolved: Some systems are
developed in traditional programming languages such as C or C++ and a model is abstracted
from the code, on which the timing aspects are verified. On the other hand, developers can use
a modelling framework, such as TIMES [1], TASTE [7], etc. to model the system architecture,
perform timing analysis on the model, and use automated code generation for the skeleton of
the implementation. In this report we would like to make the case for an additional approach,
combining both methodologies.

2 Background

Many realtime systems fall under the category of safety critical systems, which means that
an error would either lead to great financial loss, or even the loss of life. Examples of such
systems include medical equipment, cars, aeronautics, and so forth. It is therefore of the utmost
importance that these systems are constructed in a way that allows verifying their functional

Figure 1: Example of a timed event graph.
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as well as their timing behaviour. In many traditional programming frameworks for realtime
systems, the functional and timing aspects influence each other.

The idea for this programming language arose during the first author’s study of a special
class of timed Petri nets. Figure 1 shows an example of a timed event graph (TEG), which
is a Petri net in which each place (depicted as a gray circle) has only one upstream and one
downstream transition (depicted as black bars). These types of networks are useful in the
modelling of a variety of discreet event systems, such as public transport networks. While
different forms of Petri nets have been used in the past to model software systems, to the
best of the authors’ knowledge, this has not been done with TEGs so far. Conceptually, the
transitions (i.e. bars) model computations, that consume input and produce output. The
inputs and outputs are FIFO buffers, modelled as places (i.e. gray circles). Dedicated data
items are shown as tokens (i.e. small black circles in the places). A transition can fire (i.e. a
computation can be performed), whenever there is at least one token in each incoming place. In
addition to the rule that each place can only have one incoming and one outgoing edge, TEGs
allow the explicit modelling of time. Small numbers above the bars illustrate response times of
the corresponding computation, meaning the maximum amount of time between a transition
becoming active (i.e. it having at least one token in each incoming edge) and that transition
producing an output token on each outgoing edge. Times on the places model transition times,
i.e. the amount of time a token needs to travel through the buffer. This can be used to explicitly
express the time needed to forward a data item through a communication channel, for example
when programming distributed systems. Transitions with no incoming edges are inputs to the
system, likewise, transitions with no outgoing edges model outputs. In the following sections we
discuss our thoughts as to why TEGs can be an interesting basis for a programming language
for realtime systems.

3 Relationship to Kahn networks

First we need to declare some further restrictions on what kind of computation a transition
can perform. Each computation has a set of inputs and outputs, which is fixed. Furthermore,
the computation is stateless in the sense that any form of state (i.e. local memory) must be
modelled as a self-edge with a place holding the state variable(s). With these restrictions,
TEGs become a special case of Kahn networks [6]. As pointed out by Kahn, the output of
these networks is independent of the concrete transition firing order, as long as the there is no
stalling (i.e. if a transition is able to fire, it will fire at some point in the future). This means,
that by using TEGs as the basis of our programming language, we can separate the functional
and timing analysis completely.

4 Algebraic analysis of TEGs

As outlined in [2], the type of TEG illustrated in this report allows modelling the timing
of the network within a special kind of (max,+)-algebra. Intuitively, maximisation models
synchronisation between different inputs, and addition models delays. As described thoroughly
in [2], a TEG such as the one shown in figure 1 can be modelled as a system matrix with
entries in a special kind of semi-ring. When trying to compute the end-to-end delays of system
functions (i.e. the time it takes from firing one or more input transition(s) of the network to
the time the corresponding output transition(s) are fired), one multiplies this system matrix
with an input vector modelling the input timing. This enables analysis on the network without
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fixing the input, and allows, for example, to calculate bounds on the input timings.
While the basics of this algebraic analysis have been known since the nineties, recent ad-

vances in this field make TEGs even more appealing as a basis for our proposed programming
language. An algebraic approach to maximizing the timing of individual places while preserving
output performance is shown in [4]. In [5], the model is extended to allow expressing ranges
of time, e.g. for modelling uncertainties in the response time. An extension to model partial
synchronisation, allowing to fix the firing times of transitions to multiples of a given period is
illustrated in [3]. We believe, that all these and future advances in the analysis of TEGs will
increase the expressiveness of the proposed language.

5 Conclusion and Future Work

In this report we presented our ideas for a new programming language framework which shall
aid in the development and verification of sound realtime software. By utilizing a version of
timed Petri nets, we can guarantee functional determinism, and separate the timing verification.
The language presented here is limited in its expressiveness. Each routine presented inside a
node is required to produce an output for every input, and the outputs of two different nodes
cannot be merged. The proposed language is to be seen as a baseline, which we hope on further
extending in the future. By using response times on the transitions, we were able to separate
the scheduling problem from the current framework. However, for any real implementation, the
scheduling of TEGs on real (multi-core) hardware has to be looked at.

Finally, this project came into existence as an idea for a platform for experimentation for an-
other project, conducted at the group of the authors. Said project, tentatively called MIMOS [8]
(Multiple Inputs Multiple Outputs) is an ongoing effort of simplifying the implementation of
realtime software for heterogeneous hardware platforms.
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