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Abstract

Recently, reactive synthesis, which asks to generate a system that guarantees correct-
ness regardless of the behaviour of its environment, has been generalised to infinite alpha-
bets. In this setting, specifications can be formalised as register automata. As is often the
case, nondeterminism in the specification automaton leads to the synthesis problem being
undecidable, yet deterministic register automata are much less expressive.

History-determinism is a restricted form of nondeterminism which combines some of
the algorithmic properties of deterministic automata with some of the succinctness and
expressivity of nondeterministic ones. In particular, the synthesis problem for history-
deterministic automata tends to be no harder than for deterministic ones, which makes
this an interesting class to consider for reactive synthesis.

In this paper, we study the expressivity and succinctness of history-deterministic reg-
ister automata, as well as their whether membership to the class is decidable. We also
examine whether history-determinism coincides with good-for-gameness.

1 Introduction

History-determinism While nondeterminism often makes automata models more expressive
and more succinct, this power comes at a cost: many problems that are computationally easy,
or at least decidable, for deterministic automata become more difficult, or even undecidable, for
the corresponding nondeterministic model. This is the case for example for problems such as
universality, inclusion and equivalence, which tend to be easier for deterministic models, in part
thanks to their closure properties. Intermediate models, which allow some restricted form of
nondeterminism, aim to combine some of the algorithmic properties of deterministic automata
with some of the expressive power of nondeterminism.

History-deterministic automata [12, 5] are nondeterministic automata in which all nonde-
terministic choices can be made on-the-fly, without knowledge of the future of the word. This
restricted nondeterminism is well-behaved with respect to composition; as a result, some compu-
tational problems are no harder for history-deterministic automata than for deterministic ones.
For example, solving games with winning conditions given by a history-deterministic automaton
tends to have the same complexity as solving those with deterministic winning conditions. In
contrast, for nondeterministic winning conditions, solving games is either undecidable, as for
pushdown automata, or involves an expensive determinisation step, as for w-regular automata.

So far, history-determinism has mostly been studied in the w-regular setting, where it was
originally introduced by Henzinger and Piterman [12]. It then coincides with good-for-gameness,
that is, automata for which composition preserves the winner of two-player games [3]. History-
determinism and good-for-gameness are often used interchangeably even outside of the regular
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setting; however they do not necessarily coincide [4]. For w-regular automata, like nondeter-
ministic automata, they have the same expressivity as deterministic ones, but can be up to
exponentially more succinct [15]. In the context-free setting, they add both succinctness and
expressiveness to deterministic pushdown automata, already on finite words [11], but also en-
joy EXpPTIME-solvable universality and reactive synthesis problems [16]. History-deterministic
pushdown automata however have especially poor closure properties, as they are not closed
under intersection, union, complementation nor projection.

Formal Methods over Infinite Domains Recently, efforts have been made towards inte-
grating data processing into formal methods. Various models handling data values from an
infinite domain have been proposed [18, 6]. Among them, register automata [13] constitute a
popular formalism for verification [7, 8, 19] and synthesis [9, 14, 10]. As an example, consider
the setting of a server that has to grant requests from an a priori unbounded set of clients, where
each request has to be specifically addressed to the corresponding client. Figure 1 depicts a
non-deterministic register automaton that checks wviolations of this property. Register automata
are also promising in runtime verification [2], to monitor properties with data dependencies.

2 Register Automata

A data domain consists in an infinite set D of data values, along with a finite set of predicates;
typical domains are (N, =), (Q, <), and (N, <). Then, a finite (respectively, w-)data word is a
finite (resp., infinite) sequence of elements of the domain. Although this can be encoded in the
domain, it is often convenient to allow the use of labels from a finite alphabet 3J; the automaton
then reads labelled data words, i.e. sequences of pairs in 3 x D.

Informally, a register automaton consists in an (w-)regular automaton, equipped with a
finite set of registers that it uses to store data values and compare them. The automaton
starts in some initial configuration, that consists in an initial state and a fixed valuation of the
registers. Transitions areare equipped with tests, that consist of quantifier-free formulas over
the predicates of the domain. On reading a data value, the automaton compares it with the
content of its registers by checking whether it satisfies the test. It then possibly stores it in
some registers, overwriting their previous content, and transitions to another state.

A non-deterministic register automaton recognises the language of all (labelled) data words
that admit at least one accepting run, where acceptance is define through an w-regular condition
on states, e.g. parity. It is deterministic if it has exactly one initial state and from any
configuration there exists at most one transition that can be taken.

Nondeterministic register automata (NRA) are strictly more expressive than determinis-
tic ones (DRA) [13, Example 10], and incomparable with their dual, universal (a.k.a. co-
nondeterministic) register automata (URA) [13, Example 4] (cf also Figure 1). This means
that they are not closed under complement. The cost of this expressivity is algorithmic: uni-
versality [17, Theorem 5.1], reactive synthesis [10, Theorem 3.1], inclusion and equivalence are
all undecidable for NRA, while they are decidable for DRA, as those are closed under intersec-
tion and complement and their emptiness is decidable [13, Theorem 1].

3 History-determinism and the Letter Game

We study history-deterministic register automata (HRA), both over finite and infinite data
words. Informally, these are register automata for which accepting runs can be built on-the-fly,
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Figure 1: A non-deterministic Blichi register automaton checking that some request (label req)
of some client i is never granted (label grt). * denotes the input data value, | r that it is stored
in register r, and _ denotes a transition that can always be taken. The initial state is w;, and
P, is accepting. The automaton loops in w;, until it guesses that a particular request is never
granted. It stores the corresponding client 1D, transitions to p, and checks its guess: it loops
infinitely often in p, iff the request is never granted; if it is, it transitions to s; and the run dies.

independently of the suffix of the word. This intuition can be formalised as the existence of a
winning strategy for Eve in the letter game in which, at each turn, Adam chooses a letter from
the infinite alphabet, and Eve responds with a transition of the automaton over this letter. In
the limit, Eve wins if either the word w built by Adam is not in the language of the automaton,
or if she built an accepting run over w. For automata over finite words, this condition has to
hold at each turn. A winning strategy of Eve thus corresponds to a function A : D(AD)* — A
which, given a history dytg . ..d, that corresponds to a partial run in the automaton, solves
non-determinism by deciding which transition to take on reading the incoming data value d,,.

4 Results

Comparison with good-for-gameness First, for register automata over finite words and
nondeterministic coBiichi register automata, the notion of history-determinism coincides with
that of being good-for-games, in the sense of [12]. This is open for other acceptance conditions.

Expressivity History-deterministic RA are strictly more expressive than DRA over infinite
words. Over finite words, they are determinisable by duplicating transitions and adding guards.

Decision problems and closure properties Algorithmically, they resemble DRA: inclu-
sion, equivalence, universality, and reactive synthesis are all decidable. HRA are also closed
under union and intersection, but not under complement.

Decidability of history-determinism Deciding whether an automaton is history-determi-
nistic coincides with the good-enough synthesis problem [1] of deterministic automata of the
same type [4]. This problem is decidable for register automata over finite words, thus also
solving the good-enough synthesis problem of deterministic register specifications.

Open problems The case of infinite words is open, and tightly related to the determinacy
and decision of games with a URA winning condition, as well as the memory structure of
winning strategies: does (some form of) finite memory suffice?
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