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Abstract. From the very outset of the digital era, the protection of
personal data against unauthorised usage and distribution has been one
of the most significant challenges in distributed services. In this context,
the EU enforced the general data protection regulation (GDPR), which
imposes strict regulations to protect EU citizen’s data in order to return
the control back to data owners. In current GDPR implications, there is a
distinct challenge in the adaptation of these requirements into technical
solutions integrating data privacy in system design. In this paper, we
identify issues in the existing service model architecture and motivate a
formal policy language using language-based constructs to demonstrate
built-in abilities for data protection by design.

1 Introduction

In today’s digital world, every individual is part of an ecosystem that manipu-
lates personal data to provide services to the customers. Users give information
through a set of internet-connected devices (e.g., automated systems, wearables,
voice assistant systems, etc.) in a distributed setup. Information is generally
collected, stored, transferred, and used by service providers for purposes be-
yond the user’s vision. There are instances where these service providers traded
with personal data without explicit consent from the data subjects [1,[5]. The
philosophy underpinning the establishment of GDPR [3] was to safeguard data
subject’s personal data. However, the GDPR document are mainly expressed
in generic terms, and it does not provide clear evidence of how they should
be systematically implemented in distributed environments. Therefore provid-
ing useful ways to be GDPR compliant is an open research challenge. Another
issue in today’s standard setup is power imbalance between the data subjects
and data controllers. Often there is no room for negotiation for users to opt-in or
opt-out from various add-ons that require additional data processing and affect
their privacy preferences. Data subjects have to accept a broader consent with-
out having means to express their preferences over the purpose of collection,
location of data processing, transferring data to third parties, retention time
concerning any personal data collected. It is hard to protect data subject rights
with the existing power imbalance between users and stakeholders.

We envisage a policy language that upholds a user-centric approach of expressing
privacy preferences, at different granularities, that can serve as the basis to
guarantee compliance of policies across multiple stakeholders. We address this
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issue from a programming language perspective: How to be proactive and design
a language to stop data protection violations? Existing programming languages
do not fully support GDPR requirements. We present ideas towards a privacy
policy language with built in abilities to meet the GDPR requirements. We define
policies as sets of tuples with five attributes imposing restrictions on entities that
may access personal data for certain purposes, duration and location. We use
static and run-time analysis to enforce such policies and associate them to a high-
level modeling language oriented towards distributed systems. We also formalize
the notion of policy compliance to define policy inheritance and policy inclusion.

2 Policy language conforming GDPR

In this section, we investigate gaps in the existing service model architecture and
present how our language will facilitate data protection by design. We briefly
mention the challenges associated with this research undertaking.
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Fig. 1: Policy language Features

Flexible granularity of policies: While there are multiple languages designed
to express user privacy preferences 6] [2] [4], there is still a lack of vital features
to support GDPR requirements to protect data subjects rights. In our language,
we envisage flexible granularity of policies allowing user-centric filtering of infor-
mation. This means, in addition to expressing top-level policies for predefined
purposes and entities, data subjects can express their obligations/exceptions
using filtering options over policy elements. This offers flexibility over the gran-
ularity of policies. Consider various hierarchical structure, as the one given in
Figure a), a fine-grained policy could look like “I want to block Usage ac-
cess on my Fitbit data for all purposes except special treatments from
all health professional except for my cardiologist within Furope”. A policy
language needs to consider crucial elements such as purpose, entity, location,
retention, and access expressed as policy tuples to help users define who can
collect, store, use, and transfer their data. The language provides a filtering op-
tion over the hierarchies used to express such privacy preferences, namely entity
(e.g., doctor), purpose (e.g., special treatment), and location (e.g., Europe). We
aim to formalize a language by defining taxonomies over these attributes using
hierarchical structures as shown in Figure (a). We plan to carefully formalize
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the language so that we don’t allow or deny unjust provision of data.

Policy Compliance across multiple stakeholders: Consider the example
of Fitbit service model architecture from Figure b) where health wearables
continuously collect sensitive information and constitute a digital link between
the patients and doctors. For instance, a cardiologist might ask her heart pa-
tients to wear Fitbit for continuous monitoring, and if the sensors detect any
problem, the doctor will be immediately notified. There is a trove of information
accessible by various stakeholders with no adequate data protection tools. The
main research problem associated with existing multi-stakeholder architectures
is policy compliance. In the example model shown in the figure (b), DS and
DC are bound by SLAs (service level agreements), data usage agreements, and
data protection agreements. But the agreements are usually in natural language
statements and stakeholders might tamper with the agreements to benefit their
businesses. Hence, we formalize the notion of policy compliance which statically
analyses the compliance across all the stakeholders.

3 Conclusion and Future Work

We have made a brief investigation of the current service model architecture
and discussed gaps in existing policy languages and presented ideas towards a
new user-centric policy language based on five vital elements embedded in policy
tuples, featuring flexibility over the granularity of policies and achieving com-
pliance between various stakeholders. We consider the policy language as work
in progress. However, we do have ongoing implementations on formalizing the
language and building the compliance checks based on the previous investiga-
tions with language-based constructs enforcing privacy by design to comply with
GDPR requirements. We are planning to integrate the policy language with a
modeling language for asynchronously communicating distributed systems.
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